The mission of the Harvard Data Science Initiative is to engage and activate data science pioneers, at Harvard and around the world, to address major challenges facing humanity. We are committed to transformational research that will have widespread impact, bringing to bear the full spectrum of Harvard’s diverse data science methodology and domain expertise to the thorniest issues of our time.

One such issue is understanding public trust and mistrust in science. This is not a new topic, but takes on a new urgency in a time of ever more complex circumstances. While studies and polls show that a significant share of, for example, the US population does trust in science\(^1\), many people may lack confidence in the scientific method and the integrity of researchers. In the data science era, we have an unprecedented opportunity to understand whether and why this is the case, and unlock new understandings of the root causes of trust and mistrust in science and possible mitigations.

With our Corporate Members, in 2020 the HDSI will launch the HDSI Project on Trust in Science, a multi-year, multi-disciplinary, and multi-perspective research program to make measurable progress on this topic. Our goal: To increase public trust in science, by shedding light on the causes of public mistrust in science and developing interventions that support enduring cultural change.

In May 2020, the HDSI hosted a faculty workshop as a first organizing step towards the larger, multi-year research program. Our purpose was to energize our community around the topic of Trust in Science and surface project ideas that could be knit together as a cohesive research plan. Here, we offer a summary of the broad and creative discussion about how we can use the new science of data to unlock insights around a topic of timely and of critical importance to us all.

OVERVIEW OF WORKSHOP DISCUSSION

Participants were clustered into discussion groups of eight to ten with facilitators from the Harvard Data Science Initiative. Discussion groups were organized to represent a breadth of expertise, applications, and perspectives from academia or industry. From this diverse participant set, certain themes, challenges, and opportunities emerged that we intend to use to guide future work on the topic.

What guiding themes should ground all work on data-driven approaches to understanding trust and mistrust in science?

**Trust is relational and context dependent.** It is a complex, non-linear response built on, for example, audiences’ perception of the credibility of scientists, the relevance of findings to audiences’ concerns, and the integrity of the work.

**Audiences are not monoliths.** Information confers different meanings to different audiences with different worldviews. In seeking to engender greater “public” trust in science, we must be cognizant of different “publics” each with their own priorities and frames of reference.

\(^{1}\) Pew Research Center, August 2019, “Trust and Mistrust in Americans’ Views of Scientific Experts”
**Science is not built on certainty, but on consensus.** Built-in uncertainty in science may conflict with audiences’ need for authoritative information from communicators, for example policymakers and the media.

**What challenges exist to improving trust in science?**

**Disconnects exist between scientific findings and behavior,** such as public policy decisions or personal actions. The nuance of scientific uncertainty may be lost as information becomes repackaged for different audiences’ use.

**Communication outpaces scientific consensus.** For example, during the Covid-19 pandemic, the high frequency of sometimes conflicting messages and visualizations has led to fatigue and lessening trust in some audiences. The current trend toward open science, while positive, can unintentionally bypass the process of scientific consensus, for example the distribution of pre-prints before peer review.

**Media, whether traditional or social media, can amplify misinformation,** reducing trust in science. News media, in an attempt to offer a balanced view, may promote outlier views that contradict scientific consensus. Social media can create echo chambers for both good and bad scientific information. As a result, audiences may not know who to trust or understand motives for communication.

**The infrastructure and methodology of science is often opaque.** Increased transparency including, for example, funding sources, data sources and the publication process, can help dispel myths around researchers’ motivations and address bias in scientific output.

**Cherry-picking information undermines public trust in science.** The selection of experts and results that reinforce specific agendas erodes credibility, contributing to skepticism about long-held scientific consensus, for example around the topic of climate change.

**What are some examples of opportunities to address the above challenges?**

**Designing new tools to indicate trustworthiness.** Participants discussed the potential for new indicators of whether a study could be trusted along dimensions of reliability and reproducibility of data-driven research. Furthermore, participants perceived an opportunity for a new system of checks and balances to research, beyond the current peer review standard.

**Improving communication about the process of science.** Participants suggested promoting transparency around “how science gets done,” including acknowledging the limitations of research studies. Participants also emphasized the need for visible corrections when new information replaces previous accepted consensus.

**Creating deeper understandings of audiences.** Participants cited the need to develop a more nuanced view of what influences audiences to trust or distrust science. Dimensions could include, for example, media diets, science literacy, and existing value systems. Participants were interested in further defining the insularity of echo chambers, particularly those that exist in online networks.

**Tracing the dissemination of information.** Participants contemplated novel opportunities to track how information spreads, for example unlocking unstructured text and other untapped sources for a historical record on science, or filtering conflicting information to reconstruct scientific consensus. Relatedly, data science could offer new ways to examine the language of belief and trust in science, such as tracing how calls to action propagate, in some cases from a common source.
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ABOUT THE HDSI TRUST IN SCIENCE PROJECT

The Harvard Data Science Initiative is currently engaged in planning for the launch of a research program on the topic of trust and mistrust in science. Our overarching goal: To increase public trust in science by leveraging data science to shed light on issues related to public mistrust of science, and developing interventions that support enduring cultural change.

Work supported by this program and the related HDSI Research Fund for Trust in Science will focus on advancing data-driven understandings of trust and mistrust in science.

Ethics and Governance

The HDSI views relationships with industry as critical to our mission of transformation through data science. The problems we tackle can be informed by the most difficult challenges facing industry - challenges that can be solved in partnership with academia. At the same time, we recognize that industry-academia collaboration gives rise to its own ethical and governance questions. When partnering around a complex and impactful topic such as trust in science, these issues are more pronounced. Therefore, the HDSI's governance of this research program will be advised by an independent advisory board whose members are external to Harvard.

The HDSI Research Fund for Trust in Science

The Harvard Data Science Initiative Research Fund for Trust in Science will provide philanthropic support for research that advances understanding of trust and mistrust in science by leveraging data science, toward the goal of creating actionable insights. Reflecting the breadth and potential impact of this work, the Fund is open to gifts from multiple donors who seek to catalyze this progress. Initial seed funding for the Fund has been provided by Bayer, an HDSI Corporate Member.

For more information, please visit https://datascience.harvard.edu/trust-science.